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Abstract:  

Timing error is now getting increased attention due to the high rate of error-occurrence on 

semiconductors. Even slight external disturbance can threaten the timing margin between 

successive clocks since the latest semiconductor operates with high frequency and small supply 

voltage. To deal with a timing error, many techniques have been introduced. Nevertheless, 

existing methods that mitigate a timing error mostly have time-delaying mechanisms and too 

complex operation, resulting in a timing problem on clock-based systems and hardware 

overhead. In the proposed work a novel timing-error-tolerant method that can correct a timing 

error instantly through a simple mechanism is demonstrated. By modifying a clock in a flip-flop, 

the proposed system can recover a timing error without the loss of time in the clock-based 

system. Furthermore, in order to reduce power consumption in the stages were operation is 

not performed clock gating mechanism is used to reduce the unwanted transition.  Look-Ahead 

Clock Gating (LACG) computes the clock enabling signals of each FF one cycle ahead of time, 

based on the present cycle data of those FFs on which it depends. It has however a big 

advantage of avoiding the tight timing constraints of earlier methods, by allotting a full clock 

cycle for the enabling signals to be computed and propagate to their gaters. 
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LACG mainly addresses three goals; stopping the clock pulse also in the master latch, making it 

applicable for large and general designs and avoiding the tight timing constraints. LACG is based 

on using the XOR output to generate clock enabling signals of other FFs in the system, whose 

data depend on that FF. The XOR output is valid only during a narrow window of around the 

clock rising edge, where and are the FF’s setup time and clock to output contamination delay, 

respectively. After a delay the XOR output is corrupted and turns eventually to zero. To be valid 

during the entire positive half cycle it must be latched and it is done using enhanced AGFF with 

the XOR output. Due to the compact mechanism, the proposed system has low hardware 

overhead in comparison with existing timing-error-tolerant systems that can recover the error 

instantly.  

Key words: Look-Ahead Clock Gating (LACG), Error Mitigation, Soft-edge flip-flops (SEFF). 

Introduction: 

The timing-error rate is increased as the clock frequency is increased. Since the clock period is 

getting minimized, critical paths in the circuit are susceptible to timing errors [1-11]. 

Furthermore, variations on the CMOS process, power supply, and temperature impact the 

performance of modern integrated circuits, which results in the high incidence of timing errors. 

As the supply voltage decreases, the delay of the circuit can drastically change between the 

typical case and the worst case of process, voltage, and temperature (PVT) conditions [3]. With 

the 0.4-V operation, the logical path with the worst case is 12x slower than that with the typical 

case [4]. Moreover, transistor aging issues are critical for the occurrence of timing errors [5], 

[6]. Due to the negative-bias temperature instability (NBTI) in CMOS, the threshold voltage is 

lowered, which finally increases the path delays of logics. Hence, a timing-error-tolerant 

method is highly required in order to implement reliable systems. 

Time Borrowing Process 

Energy- and power-efficient designs are becoming very important in today’s electronic systems. 

The applications of today and the future require a system that not only consumes a low amount 

of power, but also preserves the high performance. Recently, designing in near-threshold 

voltages has been presented as a way to achieve this goal. Nevertheless, a serious challenge is 



 
 

Parimala Gandhi Ayyavu et.al                                              Journal of Science Technology and Research (JSTAR) 
 

 

Volume No.3, Issue No.1 (2022)                                                                                                                                                    185 

 

the effect of process, voltage, and temperature variations on the system performance. Worst 

case design is too conservative as it imposes a severe limitation on the performance of every 

single product to ensure the correct operation of a small fraction of them. Using error 

detection, correction, and prevention techniques such as time borrowing (TB), the high 

performance could be preserved, while the errors in worst cases are prevented or corrected. 

This brief presents a novel TB method called dynamic flip-flop conversion (DFFC, Type B). The 

first type of DFFC (Type A) has been proposed. Hence, the main contributions of this brief are as 

follows.  

1) A new structure is presented for DFFC, which automatically closes the transparency window 

after the arrival of the late data at critical FFs. 

2) Statistical Monte Carlo analysis on the critical path of different benchmarks with different TB 

methods was performed.  

3) The effects of frequency change and voltage scaling down to near-threshold region have 

been studied on different TB methods. 

Master–slave FFs are widely used in digital circuits. If we apply the inverted clock signal to the 

master latch, the FF changes to two similar latches that behave like one. This is the main idea of 

DFFC. This way, an edge-sensitive register can be dynamically converted to a level-sensitive one 

and vice versa. The first type of DFFC (Type A) was previously presented. In this structure, a 

timing violation predictor (TVP) detects the STVs halfway in the critical path and, using an XOR 

gate, converts the FF to a latch so that the late data can still pass the critical FF [12-21]. 

The demand for high performance design with low power consumption has been significantly 

increasing over the past few years. Traditionally, in worst case design methodology the 

maximum allowable frequency (MAF), in which a circuit works, is computed based on the delay 

of the longest paths (critical paths) in the circuit. Such critical paths, which are rarely activated, 

make us keep the frequency low and that is why we lose the performance. It is obvious that by 

increasing the clock frequency we achieve better performance. However, the problem would be 

the fact that critical paths are not able to finish their job and therefore setup/hold time 

violation would occur. In order to address these timing violation issues three main approaches 
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including error detection and correction, retiming and time borrowing have been proposed [22-

30]. 

RELATED WORKS 

1) Timing Error Tolerance in Small Core Designs for SoC Applications 

Timing errors are an increasing reliability concern in nanometer technology, high complexity 

and multivoltage/ frequency integrated circuits. A local error detection and correction 

technique is presented in this work that is based on a new bit flipping flip-flop. Whenever a 

timing error is detected, it is corrected by complementing the output of the corresponding flip-

flop. The proposed solution is characterized by very low silicon area and power requirements 

compared to previous design schemes in the open literature. To validate its efficiency, it has 

been applied in the design of a MIPS microprocessor core in a 90nm technology, while a 

demonstration version of the same core in an FPGA platform is presented. 

2) Dynamic Flip-Flop Conversion: A Time-Borrowing Method for Performance Improvement of 

Low-Power Digital Circuits Prone to Variations 

Dynamic flip-flop (FF) conversion is a method of time borrowing (TB) for improving the 

performance of digital systems prone to variations. The first type of this method (Type A), 

which was previously presented, suffers from a large inefficient transparency window. In this 

brief, we present an improved structure for this method (Type B) that mitigates this problem by 

automatically closing the window after the arrival of late data at timing critical FFs. This method 

was compared with soft edge FF and dynamic clock stretching through simulations on different 

ITC’99 benchmarks. We defined a parameter called improvement efficiency, which is the ratio 

of the timing yield improvement to the power overhead of TB. According to the simulation 

results, the efficiency of Type A is on average 269% more than the best results of other 

methods when considering only the setup time violations. But, when taking both the setup time 

and the hold time violations into account, Type B is on average 46% more efficient than the 

best results of other methods. The simulations also show that the yield improvement of this 

method increases 
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in higher clock frequencies and it remains the most efficient method when reducing the voltage 

down to near-threshold region. 

3) A Timing Error Mitigation Technique for High Performance Designs 

Dynamic flip-flop conversion (DFFC) is a time borrowing method which converts the critical flip-

flops into transparent latches to allow timing slacks pass between pipeline stages of given 

circuits. However, our previous DFFC methods [13] [14] suffer from false error prediction. It 

means even when there is no setup time violation, our previous method incorrectly issues 

timing error. In this paper we present an improved DFFC method which consumes less power 

and unlike previous DFFC methods does not suffer from false errors. Also we investigate the 

effectiveness of our proposed DFFC method on different benchmarks by considering all existing 

critical paths, instead of applying our method only to one of critical paths as done in [13][14]. 

The results show that our proposed method improves maximum allowable frequency 7.54% on 

average while the previousmethod in [13] [14] increases maximum allowable frequency 4.24% 

on average. Furthermore, it consumes on average 19.59 microwatt less power per critical path 

compared to previous DFFC methods [13][14]. 

4) iRazor: Current-Based Error Detection and Correction Scheme for PVT Variation in 40-nm 

ARM Cortex-R4 Processor 

This paper presents iRazor, a lightweight error detection and correction approach, to suppress 

the cycle time margin that is traditionally added to very large scale integration systems to 

tolerate process, voltage, and temperature variations. iRazor is based on a novel current-based 

detector, which is embedded in flip-flops on potentially critical paths. The proposed iRazor flip-

flop requires only three additional transistors, yielding only 4.3% area penalty over a standard D 

flip-flop. The proposed scheme is implemented in an ARM Cortex-R4 microprocessor in 40 nm 

through an automated iRazor flip-flop insertion flow. To gain an insight into the effectiveness of 

the proposed scheme, iRazor is compared to other popular techniques that mitigate the impact 

of variations, through the analysis of the worst case margin in 40 silicon dies. To the best of the 

authors’ knowledge, this is the first paper that compares the measured cycle time margin and 

the power efficiency improvements offered by frequency binning and various canary 
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approaches. Results show that iRazor achieves 26%–34% performance gain and33%–41% 

energy reduction compared to a baseline design across the 0.6- to 1-V voltage range, at the cost 

of 13.6% area overhead. 

 PROPOSED METHOD 

PROPOSED TIMING-ERROR-TOLERANT SYSTEM 

A new timing-error-tolerant system that can correct timing error is developed. When a timing 

error causes a delayed arrival of an input on a flip-flop, the proposed system can detect a 

delayed input of the flip-flop, and the flip-flop passes through the data by making a transparent 

window. As described in Fig. 1(a), the proposed system consists of a “transition detector” and 

“master clock generator.” The “transition detector” detects the input transition of a flip-flop, 

and it produces a pulse of the error-flagged signal. Based on the output of the transition 

detector, the “master clock generator” produces a pulse for a certain period only when a clock 

is high. Thus, the abnormal data that are stored in the flip-flop can be restored with delayed 

normal data. To avoid hold time violation, a pulse is generated with a minimum time, which is 

required for the setup time. 

 

Fig. 3.1. Circuit of the proposed timing-error-tolerant system. (a) Circuit diagram of the 

proposed system. (b) Circuit of transition detector. (c) Circuit of the master clock generator. 
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Fig. 3.2. Operation of the proposed system when a timing error occurs. 

 

As shown in Fig. 2, the recovery process of a timing error in the proposed system is fully 

addressed. When a timing error occurs on the input data of the flip-flop 2, the flip-flop 2 stores 

abnormal data to the output Q due to the delayed input data. After the delayed normal data 

have arrived on the input of flip-flop 2, the transition detector that is located between a 

combinational circuit and the flip-flop 2 generates an error pulse. The transition detector 

detects both a rising edge of the data and a falling edge of the data by using an inverter and the 

AND gate. Furthermore, by implementing a delay buffer in the transition detector, the 

transition detector generates a customized period of a pulse, which maintains the transparent 

window for enough time. The master clock generator makes a clock of the master (CM) based 

on the error pulse and clock. Due to the OR gate and inverter in the master clock generator, a 

CM is high for a certain period of time after a timing error occurs. While the CM is high, the flip-

flop 2 becomes transparent, and the delayed normal input is stored through flip-flop 2.  
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Fig. 3.3  Simulated waveforms of the proposed system with CMOS design. (a) Simulated 

waveforms with a 90-nm process. (b) Simulated waveforms with process and mismatch 

variations. (c) Simulated waveforms with the process, clock, and data-arrival variations. 
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Proposed Timing-Error-Tolerant System with Time-Borrowing Technique 

Using the information acquired from the timing analyzing tool, the critical paths of the circuit 

and the setup-time information of each element in the circuit are determined. We make full use 

of such results to choose the best location for our proposed system. If a single-stage error 

occurs, the delayed arriving data signal is recovered because the master latch is transparent for 

the pulse period. However, if a successive-stage error occurs due to the lack of setup time in 

the second-stage flip-flop, the delayed arriving data signal in the second stage cannot be stored 

because of the setup-time violation. To deal with the successive-stage error, we devised the 

time-borrowing technique. The time-borrowing circuit is provided in the second stage, as 

shown in Fig. 4. 

 

Fig.3.4. Timing-error-tolerant circuit with the time-borrowing circuit. 

As shown in Fig. 5, the operation of a time-borrowing circuit is addressed. When a timing error 

occurs on the input data of the first stage, the CM signal is set to “1,” which also induces the 

CM_SR high level. After CLK is fallen, Q is set to “1.” While the Q signal sets the high period, the 

delayed CLK (CLKDD) is chosen as the main CLK for the second stage. After all, the new CLK 

maintains a transparent window for enough time. A CM is high for a certain period of time after 

a timing error occurs. Thus, the delayed data can be stored as normal data. The time-borrowing 

scheme can be used on any location that has a short setup time for the flip-flop. 
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Fig. 3.5. Time-borrowing technique. (a) Time-borrowing circuit structure. 

(b) Operation of the time-borrowing system. 
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Fig.3.6. Proposed Timing-error-tolerant circuit with the time-borrowing and clock gating 

circuit. 

The proposed error tolerant circuit with time-borrowing circuit and clock gating circuit is shown 

in Fig. 6. 

Clock Gating: 

Clock gating is a popular technique used in many synchronous circuits for reducing 

dynamic power dissipation. Clock gating saves power by adding more logic to a circuit to prune 

the clock tree. Pruning the clock disables portions of the circuitry so that the flip-flops in them 

do not have to switch states. Switching states consumes power. When not being switched, the 

switching power consumption goes to zero, and only leakage currents are incurred. Clock gating 

works by taking the enable conditions attached to registers, and uses them to gate the clocks. A 

design must contain these enable conditions in order to use and benefit from clock gating. This 

clock gating process can also save significant die area as well as power, since it removes large 

numbers of muxes and replaces them with clock gating logic. This clock gating logic is generally 

in the form of "Integrated clock gating" (ICG) cells. However, note that the clock gating logic will 

change the clock tree structure, since the clock gating logic will sit in the clock tree. Clock gating 

logic can be added into a design in a variety of ways: 

 

https://en.wikipedia.org/wiki/Synchronous_circuit
https://en.wikipedia.org/wiki/Power_dissipation
https://en.wikipedia.org/wiki/Clock_tree
https://en.wikipedia.org/wiki/Flip-flop_(electronics)
https://en.wikipedia.org/wiki/Leakage_(semiconductors)
https://en.wikipedia.org/wiki/Multiplexer
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1. Coded into the RTL code as enable conditions that can be automatically translated into 

clock gating logic by synthesis tools (fine grain clock gating). 

2. Inserted into the design manually by the RTL designers (typically as module level clock 

gating) by instantiating library specific ICG (Integrated Clock Gating) cells to gate the 

clocks of specific modules or registers. 

3. Semi-automatically inserted into the RTL by automated clock gating tools. These tools 

either insert ICG cells into the RTL, or add enable conditions into the RTL code. These 

typically also offer sequential clock gating optimizations 

RESULTS 

MODELSIM 

ModelSim is a multi-language HDL simulation environment by Mentor Graphics, 

for simulation of hardware description languages such as VHDL, Verilog and SystemC, 

and includes a built-in C debugger. ModelSim can be used independently, or in 

conjunction with Altera Quartus or XilinxISE. Simulation is performed using the graphical 

user interface (GUI), or automatically using scripts. The ModelSim environment is shown 

in Fig.4.2.ModelSim is offered in multiple editions, such as ModelSim PE, ModelSimSE, 

and ModelSim XE. ModelSim SE offers high-performance and advanced debugging 

capabilities, while ModelSim PE is the entry-level simulator for hobbyists and students. 

ModelSim SE is used in large multi-million gate designs, and is supported on Microsoft 

Windows and Linux, in 32-bit and 64-bit architectures. 

ModelSim XE stands for Xilinx Edition, and is specially designed for integration 

with Xilinx ISE. ModelSim XE enables testing of HDL programs written for Xilinx 

Virtex/Spartan series FPGA's without needed physical hardware. ModelSim can also be 

used with MATLAB/Simulink, using Link for ModelSim. Link for ModelSim is a fast 

bidirectional co-simulation interface between Simulink and ModelSim. 

 

https://en.wikipedia.org/wiki/Register_transfer_level
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Fig.4.2.ModelSim Environment 

For such designs, MATLAB provides a numerical simulation toolset, while 
ModelSim provides tools to verify the hardware implementation & timing characteristics 
of the design. ModelSim eases the process of finding design defects with an intelligently 
engineered debug environment.  

Simulation result of Transition detector 
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Simulation result of timing error tolerant system without clock gating 

 

 

Simulation result of timing error tolerant system with clock gating 

\
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Delay report of Proposed method 

 

Area report of Proposed method 
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Power report of Proposed method 

 

 

Area report of existing method 
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Delay report of existing method 

 

CONCLUSION 

A timing-error-tolerant method that can correct a timing error immediately with a compact 

circuit structure is proposed. In the critical path, the abnormal data transition after the edge of 

the clock can be detected and corrected by controlling the transparent window of the clock. 

The timing error is corrected directly through a minimum number of logics. Furthermore, our 

time-borrowing technique that deals with the successive-stage error is introduced. If the timing 

error occurs in the second stage successively, modified CLK maintains the transparent window 

during enough period of time for timing-error tolerance without changing system CLK. Further 

to eliminate unwanted transition look ahead clock gating is incorporated into the error tolerant 

design. The proposed circuit was extensively simulated with CMOS circuit design to address PVT 

variations. In terms of hardware overhead and performance, comparisons with other 

conventional methods were also conducted. Compared with existing systems, it was proven 

that the proposed system has a better performance with a lower hardware overhead in large 

size of circuits. Since the whole circuit consists of compact logics, it results in such low hardware  

overhead compared with existing timing-error mitigating systems that can recover the error 

instantly. 
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