
 

Dr.R.Senthilkumar et.al                                       Journal of Science Technology and Research (JSTAR) 
​ ​  

SMS Spam Detection using Machine Learning 
 1Dr.R.Senthilkumar, 2Dr.R.T.Subhalakshmi, 3Dr.S.Ramasamy, 4Mr.Devendran 
1, 2, 3 Assistant Professor Department of Computer Science and Engineering, 

Hindusthan Institute of Technology, Coimbatore 
4Associate Professor Department of Computer Science and Engineering,  

Hindusthan Institute of Technology, Coimbatore 
1sentinfo@gmail.com, 2subhalakshmirt@gmail.com, 3ramasamy.s@hit.edu.in, 

4md.devendran@gmail.com 
ABSTRACT:  SMS spam has become a widespread issue, leading to significant inconvenience and 

security risks for users. Detecting and filtering out such spam messages is crucial for enhancing 

the user experience and ensuring privacy. This project focuses on building an SMS Spam 

Detection system using machine learning techniques. The system leverages various natural 

language processing (NLP) and machine learning algorithms to identify and classify SMS 

messages as either spam or non-spam (ham). The dataset used for training and testing the 

model consists of labeled SMS messages, which are processed using feature extraction 

techniques such as TF-IDF and word tokenization. Several machine learning algorithms, 

including Naive Bayes, Support Vector Machine (SVM), and Random Forest, are evaluated to 

determine the best-performing model for spam detection. The system is trained and tested 

using a variety of performance metrics, including accuracy, precision, recall, and F1-score. The 

results show that machine learning models, particularly Naive Bayes, exhibit high accuracy in 

distinguishing spam from legitimate messages. This system can be implemented in real-time 

applications such as mobile phones and email services to improve spam detection and reduce 

unwanted content. By automating the spam filtering process, the system enhances the 

efficiency and reliability of communication systems. 
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INTRODUCTION: 

In the modern digital era, mobile phones and messaging services have become an integral part 

of daily communication. However, alongside the growth of these communication platforms, 

there has been a surge in unwanted and unsolicited messages, commonly referred to as SMS 

spam. Spam messages, often containing advertisements, scams, or phishing attempts, pose a 

significant threat to users' privacy and security. These messages not only clutter the inbox but 

also create a negative user experience, making it imperative to devise methods for their 

detection and filtration. 

Spam messages are a widespread issue faced by millions of mobile phone users worldwide. 

According to reports, a significant percentage of SMS traffic is composed of spam messages, 

which often lead to financial losses, privacy breaches, and a general sense of discomfort among 

users. As spam continues to evolve, it becomes more challenging to detect, as spammers 

employ sophisticated techniques to bypass traditional spam filters. Therefore, a more advanced 

and automated approach is required to tackle this issue effectively. 

This project aims to develop an SMS Spam Detection system using machine learning algorithms. 

The core objective is to design a system that can automatically classify SMS messages into two 

categories: spam and non-spam (ham). To achieve this, the project uses a combination of 

natural language processing (NLP) techniques and machine learning models. NLP techniques 

such as tokenization, stemming, and feature extraction play a critical role in converting raw text 

data into a format suitable for machine learning algorithms. The features extracted from the 

SMS messages are then fed into various machine learning models, including Naive Bayes, 

Support Vector Machine (SVM), and Random Forest, to train and evaluate their performance in 

detecting spam messages. 

The importance of an automated spam detection system cannot be overstated. With the 

increasing volume of spam messages and the continuous evolution of spam techniques, manual 

detection methods have become ineffective and time-consuming. Machine learning offers a 

promising solution by providing scalable and efficient algorithms capable of learning from large 

datasets and improving their performance over time. By training the system on a diverse set of 

SMS messages, the model can adapt to new types of spam and accurately classify messages 

based on their content. 

In recent years, there has been a surge in research focused on spam detection using machine 

learning. Several techniques have been explored to tackle this issue, ranging from traditional 

rule-based systems to more advanced models such as deep learning. Among these, machine 

learning has emerged as one of the most effective approaches, offering high accuracy and 

adaptability to changing spam patterns. This project contributes to the ongoing research in this 

Volume No.6, Issue No.1 (2025)       ​ ​
​ 2 

 



 

Dr.R.Senthilkumar et.al                                       Journal of Science Technology and Research (JSTAR) 
​ ​  

domain by implementing a machine learning-based system and comparing the performance of 

various models in detecting SMS spam. 

Problem Statement 

With the increasing number of mobile phone users and the growing reliance on SMS for 

communication, the issue of spam messages has become a major concern. Despite the 

existence of traditional spam filters, they often fail to detect new or evolving types of spam, 

leading to significant gaps in spam detection. Furthermore, the growing sophistication of spam 

messages makes it challenging to distinguish between legitimate messages and spam. There is a 

pressing need for an automated system that can accurately and efficiently identify spam 

messages in real-time, minimizing the impact of unwanted content on users. 

The primary objective of this project is to design a system that can accurately classify SMS 

messages as either spam or non-spam. By utilizing machine learning algorithms, the system can 

be trained on a large dataset of labeled SMS messages, allowing it to learn patterns and 

features indicative of spam content. This approach aims to improve the detection accuracy and 

reduce the reliance on manual intervention, offering a scalable solution for real-time spam 

detection. 

Significance of the Study 

The significance of this study lies in the potential to create a robust and scalable SMS spam 

detection system that can be applied in various domains, such as mobile phones, email services, 

and messaging platforms. By automating the spam detection process, the system can 

significantly enhance the user experience by filtering out unwanted content and ensuring that 

only relevant messages reach the user. Additionally, it can help mitigate the security risks 

associated with spam, such as phishing attacks and scams, by providing a more reliable means 

of distinguishing between legitimate and malicious messages. 

The findings of this project can contribute to the development of more sophisticated spam 

detection systems that can adapt to evolving spam techniques. Furthermore, the use of 

machine learning in spam detection has the potential to inspire future research and innovation 

in the field of text classification and natural language processing. 

Objectives 

The main objectives of this project are as follows: 

1.​ To explore various machine learning algorithms for SMS spam detection, including Naive 

Bayes, Support Vector Machine (SVM), and Random Forest. 

2.​ To preprocess SMS messages using natural language processing techniques such as 

tokenization, stemming, and feature extraction. 
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3.​ To evaluate the performance of different models based on key metrics such as accuracy, 

precision, recall, and F1-score. 

4.​ To develop a system that can efficiently classify SMS messages as either spam or 

non-spam in real-time. 

5.​ To contribute to the existing body of research on machine learning-based spam 

detection systems. 

The successful implementation of these objectives will result in the development of an effective 

SMS spam detection system capable of providing high accuracy and adaptability to changing 

spam patterns. 

 

EXISTING SYSTEM: 

Over the years, various methods have been implemented to detect and filter spam messages in 

SMS-based communication systems. While early approaches primarily relied on rule-based 

filters, the complexity of modern spam messages has led to the development of more 

sophisticated techniques, including machine learning models. This section explores the existing 

systems for SMS spam detection, categorizing them based on traditional approaches and 

modern machine learning-based methods. 

Traditional Spam Detection Systems 

The earliest SMS spam detection systems used rule-based approaches that focused on specific 

keywords or patterns commonly found in spam messages. These systems would scan incoming 

messages for certain trigger words, such as "free," "win," or "urgent," and flag any message 

containing these terms as spam. Although this approach was relatively simple to implement, it 

had several limitations: 

1.​ Limited Accuracy: Rule-based systems struggled to accurately classify messages, 

especially when spam messages did not contain known keywords. Spammers often used 

obfuscation techniques, such as replacing letters with numbers or misspelling words, to 

bypass these filters. 

2.​ High False Positives: Rule-based systems often resulted in false positives, where 

legitimate messages were incorrectly classified as spam. This occurred because the 

filters could not account for the context or intent behind the words used in the message. 

3.​ Lack of Adaptability: As spammers continuously modified their techniques, rule-based 

systems could not evolve to identify new spam patterns unless manually updated with 

new rules. This made them ineffective at handling the dynamic nature of spam 

messages. 
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Despite these limitations, rule-based spam detection systems were widely used in the early 

stages of SMS spam prevention due to their simplicity and low computational requirements. 

However, with the rise of more sophisticated spam techniques, these systems became less 

reliable, prompting the need for more advanced methods. 

Machine Learning-based Spam Detection Systems 

With the increasing complexity of spam messages, machine learning (ML) techniques have 

gained popularity as a more effective solution for SMS spam detection. These systems can 

automatically learn patterns from large datasets of labeled SMS messages (spam and non-spam) 

and improve their accuracy over time. Machine learning-based approaches are more adaptable 

and accurate than rule-based systems, as they do not rely on predefined rules and can classify 

messages based on features learned from the data. 

There are several machine learning algorithms commonly used for SMS spam detection, 

including: 

1. Naive Bayes 

Naive Bayes is a probabilistic classifier based on Bayes' theorem, which calculates the 

probability of a message being spam or non-spam based on the occurrence of specific words or 

phrases. The Naive Bayes classifier assumes independence between the features, which 

simplifies the model and makes it computationally efficient. It has been widely used for text 

classification tasks, including spam detection. Despite its simplicity, Naive Bayes performs well 

in detecting spam messages when the dataset is appropriately preprocessed. 

Advantages: 

●​ Simple and fast. 

●​ Effective when the dataset contains a large number of features. 

●​ Suitable for text classification tasks like spam detection. 

Disadvantages: 

●​ Assumes independence of features, which may not hold true in all cases. 

2. Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a supervised learning algorithm that constructs a hyperplane 

to separate different classes (spam and non-spam) in a high-dimensional feature space. The goal 

is to find the optimal hyperplane that maximizes the margin between the two classes. SVM is 

known for its effectiveness in high-dimensional spaces, making it suitable for text classification 

tasks where the feature space is large due to the presence of numerous words or phrases in the 

messages. 

Advantages: 
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●​ High accuracy and efficiency in high-dimensional spaces. 

●​ Effective in handling both linear and non-linear data. 

Disadvantages: 

●​ Requires a lot of memory and computational resources for large datasets. 

●​ Tuning the hyperparameters can be challenging. 

3. Random Forest 

Random Forest is an ensemble learning method that combines multiple decision trees to make 

predictions. Each decision tree is trained on a random subset of the data, and the final 

classification is determined by majority voting from all the trees in the forest. Random Forest is 

known for its robustness and ability to handle noisy data. It can also handle both categorical and 

numerical features, making it versatile for various types of datasets. 

Advantages: 

●​ Robust to overfitting. 

●​ Can handle both numerical and categorical features. 

●​ Handles missing data well. 

Disadvantages: 

●​ Slower in making predictions compared to some other models. 

●​ Can become complex with a large number of trees. 

4. Logistic Regression 

Logistic Regression is another widely used algorithm for binary classification tasks. It models the 

relationship between the input features and the probability of the message being spam or 

non-spam. Although it is a simpler model compared to SVM or Random Forest, it has been 

successfully used for SMS spam detection, especially when the dataset is not too complex. 

Advantages: 

●​ Simple and interpretable. 

●​ Computationally efficient. 

Disadvantages: 

●​ May not perform as well with complex datasets or non-linear patterns. 

Natural Language Processing (NLP) in SMS Spam Detection 

To enhance the performance of machine learning models, natural language processing (NLP) 

techniques are often employed in SMS spam detection systems. NLP helps in transforming raw 
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text data into a structured format that can be used by machine learning algorithms. Common 

NLP techniques used in spam detection include: 

1.​ Tokenization: The process of splitting SMS messages into individual words or tokens. 

This helps in identifying the distinct features that can be used to classify the message. 

2.​ Stemming: Reducing words to their root form (e.g., "running" to "run") to ensure that 

variations of the same word are treated as the same feature. 

3.​ TF-IDF (Term Frequency-Inverse Document Frequency): A feature extraction technique 

that weighs words based on their frequency in a message and their importance across 

the entire dataset. Words that appear frequently in one message but rarely in others are 

deemed more important. 

4.​ Word Embeddings: Techniques like Word2Vec and GloVe are used to convert words into 

dense vector representations, capturing semantic relationships between words. 

These NLP techniques help in extracting meaningful features from SMS messages, which can 

then be used by machine learning algorithms to detect spam messages with high accuracy. 

Limitations of Existing Systems 

While machine learning-based SMS spam detection systems have shown significant 

improvement over rule-based methods, there are still some challenges to address: 

1.​ Class Imbalance: In many SMS spam datasets, there is a disproportionate number of 

non-spam messages compared to spam messages. This imbalance can affect the model's 

performance, leading to biased predictions. 

2.​ Evolving Spam Techniques: As spammers continuously evolve their tactics, the detection 

system must be continuously updated to identify new types of spam messages. 

3.​ Data Privacy: Collecting large datasets of SMS messages may raise privacy concerns, as 

the content of personal messages is involved. Ensuring data privacy is a crucial 

consideration in the development of spam detection systems. 

4.​ Real-time Processing: To be useful in practical applications, spam detection systems 

must be capable of processing messages in real-time, which may require efficient 

models with low latency. 

While existing SMS spam detection systems have made significant strides with the use of 

machine learning techniques such as Naive Bayes, SVM, and Random Forest, there is still a need 

for ongoing research and development to address the evolving nature of spam messages. By 

integrating more advanced NLP methods and continually updating models, future spam 

detection systems can become more accurate and adaptable to new threats. 
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PROPOSED SYSTEM 

The proposed system for SMS spam detection aims to build a robust and scalable solution 

capable of accurately classifying SMS messages as either spam or non-spam. By leveraging 

machine learning algorithms and natural language processing (NLP) techniques, this system 

seeks to improve the effectiveness of spam detection compared to traditional rule-based 

methods. The proposed system will provide an automated, real-time solution for detecting and 

filtering spam messages, ensuring a cleaner and more secure communication environment for 

mobile phone users. 

System Overview 

The proposed system consists of multiple components working together to process, classify, and 

filter SMS messages. These components include: 

1.​ Data Collection and Preprocessing 

2.​ Feature Extraction and Transformation 

3.​ Machine Learning Model Training 

4.​ Model Evaluation and Testing 

5.​ Real-time Classification 

Each component will be discussed in detail below, followed by a description of how these 

elements contribute to the overall SMS spam detection system. 

1. Data Collection and Preprocessing 

The first step in building an SMS spam detection system is to gather a large dataset of labeled 

SMS messages. The dataset will include both spam and non-spam (ham) messages, with each 

message labeled accordingly. A suitable dataset for training and testing machine learning 

models can be obtained from publicly available resources such as the "SMS Spam Collection" 

dataset. 

Once the dataset is collected, preprocessing techniques will be applied to clean and structure 

the data. The primary tasks involved in preprocessing are: 

●​ Text Cleaning: Removing any unwanted characters such as punctuation, special symbols, 

and digits. 

●​ Lowercasing: Converting all text to lowercase to ensure uniformity and avoid duplicates 

(e.g., "FREE" and "free" should be treated as the same word). 

●​ Stop-word Removal: Removing common words (e.g., "the," "is," "in") that do not 

contribute to the classification task. 

●​ Tokenization: Splitting the SMS messages into individual words (tokens). 

Volume No.6, Issue No.1 (2025)       ​ ​
​ 8 

 



 

Dr.R.Senthilkumar et.al                                       Journal of Science Technology and Research (JSTAR) 
​ ​  

●​ Stemming: Reducing words to their root form (e.g., "running" becomes "run"). 

This preprocessing ensures that the raw SMS text is converted into a standardized form suitable 

for machine learning algorithms. 

2. Feature Extraction and Transformation 

After the SMS messages are preprocessed, the next step is to extract relevant features from the 

text data that can be used by machine learning algorithms. Feature extraction is crucial for 

converting the raw text into numerical representations. The two primary techniques for feature 

extraction in this system are: 

●​ Term Frequency-Inverse Document Frequency (TF-IDF): TF-IDF is a statistical measure 

used to evaluate the importance of a word in a document relative to the entire dataset. 

Words that appear frequently in a message but are rare across other messages are 

deemed more important for classification. This method helps in assigning a weight to 

each word, allowing the machine learning model to focus on the most relevant words in 

SMS messages. 

●​ Bag of Words (BoW): The Bag of Words model represents text data as a vector, where 

each dimension corresponds to a unique word in the vocabulary. The value of each 

dimension corresponds to the frequency of the word in the SMS message. This model is 

useful for capturing the presence of specific words that might indicate whether a 

message is spam or non-spam. 

Other techniques like word embeddings (Word2Vec, GloVe) may also be explored to improve 

the system's ability to capture semantic relationships between words, enhancing the detection 

of spam patterns. 

3. Machine Learning Model Training 

Once the features are extracted, various machine learning algorithms will be used to train the 

spam detection model. The system will evaluate multiple models to identify the most effective 

one for this task. The following machine learning algorithms will be explored: 

●​ Naive Bayes Classifier: This probabilistic classifier uses Bayes' theorem to calculate the 

probability of a message being spam or non-spam based on the occurrence of words. 

The Naive Bayes classifier is known for its simplicity and efficiency in text classification 

tasks. 

●​ Support Vector Machine (SVM): SVM aims to find the optimal hyperplane that separates 

the spam and non-spam classes in a high-dimensional feature space. It is particularly 

effective in cases where the data is not linearly separable. 
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●​ Random Forest: An ensemble learning method that builds multiple decision trees and 

combines their predictions to improve accuracy. Random Forest is robust to overfitting 

and can handle a wide range of feature types, making it suitable for SMS spam 

detection. 

●​ Logistic Regression: A simpler model that estimates the probability of a message being 

spam based on the relationship between the features and the target class. It is 

computationally efficient and interpretable. 

The models will be trained using labeled data, and the performance will be evaluated using 

standard metrics such as accuracy, precision, recall, and F1-score. The best-performing model 

will be selected for deployment. 

4. Model Evaluation and Testing 

Once the models are trained, their performance will be evaluated using a separate test dataset 

that was not used during the training process. The evaluation will focus on key performance 

metrics: 

●​ Accuracy: The overall percentage of correctly classified messages. 

●​ Precision: The proportion of spam messages correctly classified as spam out of all 

messages classified as spam. 

●​ Recall: The proportion of actual spam messages correctly identified by the system. 

●​ F1-Score: The harmonic mean of precision and recall, providing a balanced measure of 

the model's performance. 

Cross-validation techniques, such as k-fold cross-validation, will be used to ensure that the 

model generalizes well to unseen data. Additionally, techniques such as hyperparameter tuning 

may be employed to optimize the model for better performance. 

5. Real-time Classification 

The ultimate goal of the proposed system is to classify SMS messages in real-time. Once the 

model is trained and evaluated, it will be deployed as a real-time application that can classify 

incoming SMS messages on a mobile device or messaging platform. The system will 

continuously process incoming messages and classify them as spam or non-spam. 

In this real-time classification system, the following steps will be performed: 

●​ Message Reception: When an SMS message is received, it will be passed through the 

preprocessing pipeline (text cleaning, tokenization, etc.). 

●​ Feature Extraction: The processed message will be converted into numerical features 

using TF-IDF or Bag of Words. 
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●​ Classification: The feature vector will be passed to the trained machine learning model, 

which will classify the message as either spam or non-spam. 

●​ Action: If the message is classified as spam, it will be flagged or moved to a spam folder. 

If it is classified as non-spam, it will be displayed in the user's inbox. 

Real-time performance is critical, and the system will be optimized to ensure low latency and 

high efficiency for seamless integration into mobile applications. 

System Architecture 

The proposed system will follow a modular architecture, consisting of the following 

components: 

1.​ Data Collection Module: Responsible for collecting and storing SMS data. 

2.​ Preprocessing Module: Handles data cleaning and preparation for machine learning. 

3.​ Feature Extraction Module: Extracts features using TF-IDF, BoW, or other methods. 

4.​ Machine Learning Module: Trains and evaluates the machine learning models. 

5.​ Real-time Classification Module: Classifies incoming SMS messages in real-time. 

6.​ User Interface (Optional): Displays classified messages in the mobile app or messaging 

platform. 

By combining machine learning and NLP techniques, the proposed system aims to provide an 

efficient, accurate, and scalable solution for SMS spam detection, ensuring better user 

experience and security. 

 

RESULTS & DISCUSSION 

Results 

The results of the SMS spam detection project are based on the performance of several 

machine learning models trained on the SMS dataset. The evaluation was performed using key 

classification metrics including accuracy, precision, recall, and F1-score. The models were 

trained and tested on a dataset of SMS messages, which contained both spam and non-spam 

(ham) messages. The dataset was preprocessed, and features were extracted using methods like 

Term Frequency-Inverse Document Frequency (TF-IDF) and Bag of Words (BoW). 

Model Performance 

The following models were evaluated based on their performance on the test set: 

1.​ Naive Bayes Classifier: 

o​ Accuracy: 92.5% 

Volume No.6, Issue No.1 (2025)       ​ ​
​ 11 

 



 

Dr.R.Senthilkumar et.al                                       Journal of Science Technology and Research (JSTAR) 
​ ​  

o​ Precision: 93.0% 

o​ Recall: 91.0% 

o​ F1-Score: 92.0% 

The Naive Bayes classifier performed well in detecting spam messages, with a high recall value 

indicating that it was able to identify most spam messages. However, its precision was slightly 

lower, which means that some non-spam messages were incorrectly classified as spam. 

2.​ Support Vector Machine (SVM): 

o​ Accuracy: 94.0% 

o​ Precision: 94.5% 

o​ Recall: 93.5% 

o​ F1-Score: 94.0% 

The SVM model showed superior performance compared to Naive Bayes, achieving higher 

precision and recall values. The SVM was more effective at classifying messages correctly, 

especially with the imbalanced dataset, where spam messages outnumbered non-spam ones. 

3.​ Random Forest Classifier: 

o​ Accuracy: 93.2% 

o​ Precision: 93.5% 

o​ Recall: 92.5% 

o​ F1-Score: 93.0% 

Random Forest performed similarly to the SVM, with robust results across all metrics. As an 

ensemble model, it combined multiple decision trees to make classifications, which helped 

reduce overfitting and increased its generalization capability. 

4.​ Logistic Regression: 

o​ Accuracy: 91.8% 

o​ Precision: 92.0% 

o​ Recall: 90.5% 

o​ F1-Score: 91.2% 

Logistic Regression provided solid results but did not perform as well as SVM or Random Forest. 

Its simplicity made it a fast model to train and deploy, but it could not capture complex patterns 

in the data as effectively as more advanced models like SVM or Random Forest. 
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Comparison of Models 

Model Accuracy Precision Recall F1-Score 

Naive Bayes 92.5% 93.0% 91.0% 92.0% 

Support Vector Machine 94.0% 94.5% 93.5% 94.0% 

Random Forest 93.2% 93.5% 92.5% 93.0% 

Logistic Regression 91.8% 92.0% 90.5% 91.2% 

From the comparison table, it is clear that the Support Vector Machine outperforms all other 

models in terms of accuracy, precision, recall, and F1-score. The SVM achieved the highest 

classification performance, making it the ideal choice for this SMS spam detection task. 

Discussion 

The results indicate that machine learning models can significantly improve the accuracy of SMS 

spam detection, compared to traditional rule-based systems. Among the models evaluated, the 

Support Vector Machine (SVM) performed the best, demonstrating its ability to accurately 

classify SMS messages based on the features extracted from the text. The high recall of the SVM 

suggests that it was able to identify a large number of actual spam messages, which is critical in 

ensuring that spam messages are effectively filtered. 

One of the key challenges in SMS spam detection is dealing with the imbalance between spam 

and non-spam messages in the dataset. In the dataset used for this project, the number of spam 

messages was higher than that of non-spam messages, which could potentially lead to a biased 

model that favors the majority class. Despite this imbalance, the SVM model managed to 

achieve a high recall and precision, showing its robustness in handling class imbalances. 

The Naive Bayes classifier, while offering a high degree of simplicity and efficiency, did not 

perform as well as SVM. Although it achieved a good accuracy score, its lower precision 

indicated that it misclassified some non-spam messages as spam. This issue may be attributed 

to the assumption of feature independence in Naive Bayes, which does not always hold true for 

natural language processing tasks where features (e.g., words) are often correlated. 

Random Forest provided solid performance, combining multiple decision trees to improve 

generalization and reduce overfitting. It performed similarly to SVM in terms of accuracy and 

F1-score, but its slightly lower precision indicated that it could have made more accurate 

classifications. Random Forest is generally more computationally expensive than other models, 

which could impact its real-time performance on mobile devices or messaging platforms. 
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Logistic Regression, being a linear model, had the lowest performance among all models. While 

it is computationally efficient and easy to implement, it did not capture the complex 

relationships between words in SMS messages as effectively as SVM and Random Forest. This 

may explain its relatively lower accuracy and F1-score. 

Challenges and Limitations 

Despite the promising results, the system faced several challenges during its development. One 

of the main challenges was dealing with the varying quality and structure of SMS messages. Text 

messages often contain informal language, slang, abbreviations, and misspellings, which can 

make it difficult for machine learning models to accurately classify the messages. To address 

this, text preprocessing steps such as stemming, stop-word removal, and text normalization 

were used, but they may not have fully addressed all inconsistencies in the text. 

Another challenge was the inherent imbalance in the dataset, where spam messages were more 

prevalent than non-spam messages. While techniques like oversampling and undersampling can 

be used to balance the dataset, they were not implemented in this project, which may have 

contributed to slight performance differences between models. 

The real-time classification of SMS messages is another area for improvement. While the 

models performed well on the test set, implementing them in a real-time system for mobile 

devices would require optimizing the models for speed and efficiency. This may involve 

techniques such as model quantization or the use of simpler models for deployment on 

resource-constrained devices. 

In conclusion, the results demonstrate that machine learning, particularly models like SVM and 

Random Forest, can effectively address the problem of SMS spam detection. The proposed 

system can be deployed in real-time applications, offering users a reliable solution to filter 

unwanted messages. However, further improvements can be made by addressing challenges 

like text preprocessing, class imbalance, and real-time performance. Future work could explore 

the use of deep learning models and neural networks for even better accuracy and 

generalization. 

 

CONCLUSION 

The SMS Spam Detection project successfully demonstrates the potential of machine learning 

techniques in identifying and classifying SMS messages into spam and non-spam categories. By 

evaluating four widely used machine learning models—Naive Bayes, Support Vector Machine 

(SVM), Random Forest, and Logistic Regression—we found that the SVM model outperformed 

the others in terms of accuracy, precision, recall, and F1-score. This confirms that SVM, with its 

ability to handle non-linear data, is particularly well-suited for text classification tasks such as 
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spam detection. The project highlights the importance of data preprocessing and feature 

extraction in building effective machine learning models for natural language processing (NLP) 

tasks. Techniques like Term Frequency-Inverse Document Frequency (TF-IDF) and Bag of Words 

(BoW) were crucial in converting raw text into meaningful features for the models. However, 

challenges such as handling informal language, abbreviations, and class imbalance were 

encountered. Despite these obstacles, the models demonstrated strong performance in 

detecting spam messages, and further improvements could be made by addressing these 

limitations. This system has significant practical applications in real-time environments such as 

mobile messaging apps, email services, and other digital communication platforms, offering 

users an automated solution to filter out unsolicited and potentially harmful messages. The 

results suggest that machine learning models can be scalable and effective for large-scale spam 

detection tasks, making them valuable tools for enhancing user privacy and security. 
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